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1 INTRODUCTION 4

1 Introduction37

The P̄ANDA ([1]) PID TAG (Particle Identification Technical Assessment Group) was installed38

to give to the collaboration a complete set of parameters for an optimal set of particle detectors.39

The task given to this TAG is described in more detail:40

Subject41

– Requirements from physics42

– Evaluate potential of each subsystem43

– Matching of systems44

Deliverables45

– Definition of global PID scheme46

– Optimized set of detectors and parameters47

This list reflects roughly the structure of the PID TAG work and of this report. In an additional48

subsection the tools available for the PID TAG work are presented and explained (see also [2]) .49

The PID TAG evaluated the necessity of mapping the ”Separation Power” in dependence of the50

momentum and the polar angle of the reaction products which is described in section ??. Since51

a ”full simulation” was not available to calculate the performance of all the sub detectors, the52

TAG gathered parameterizations of the single sub detectors which went into a ”Fast Simulation”53

explained in section 4.3. For single physics channels a ”Full Simulation” was used.54

Amongst others some important questions to solve were:55

• PID with and with out the information of a Time Projection Chamber (TPC)56

• PID with and with out an Forward Endcap Cherenkov, and with different forms (Focusing57

Disc DIRC, Time of Propagation Disc DIRC and Proximity RICH)58

• PID with and with out a Forward RICH59

The PID TAG had about 10 presence meetings and over 15 on line meetings. First PID subsys-60

tems were defined. Each subsystem has its responsible representative. Each representative had a61

replacement of his own group to guarantee always the same level of knowledge in all subsystems.62

For special subjects experts were asked to present informations in the meeting or to give answers63

to questions which arose.64

65

The members of the TAG and their special responsibilities are listed at the end of the document66

(section 9).67
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2 Physics Requirements68

The HESR (High Energy Storage Ring) of the new FAIR (Facility for Antiproton and Ion Research)69

project provides an Antiproton beam of high resolution (down to ∆p = 1 × 10−5) and intensity70

from 1.5 GeV/c to 15 GeV/c momentum.71

This offers the unique possibility of investigating a broad filed of physics. The vast variety of reac-72

tion types from meson-production over Charmonium decays to Hyper nuclear reactions demands73

a complete and compact detector system.74

The physics requirements to the detectors are:75

• to cover the full angular range of the physics products76

• to detect all momenta of the reaction products77

• to separate particle types with a defined level of separation over the full range of momenta78

of the reaction products.79

The full solid angle can only be covered by the full set of detectors. Sometimes the momentum80

coverage has to be fulfilled by a combination of two or even three sub detectors.81

For the single subsystems benchmark-channels had to be identified (Table 1) and simulated.82

Channel Final state Related to detector
p̄p→ (n)π+π− (n)π+π− EMC
p̄p→ ψ(3770) → D+D− 2K 4π DIRCs, ToF
p̄p→ ηc → φφ 4K DIRCs
p̄p→ DSD

∗
S0(2317) π±K+K− DIRCs

muon
Forward RICH

Table 1: Benchmark channels to evaluate the performance of the different PID detectors.

At P̄ANDA 2× 107 reactions per second with up to 10 charged particles per reaction have to be83

digested by the detectors.84
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3 PID Subsystems85

The different behavior of charged particles traversing active and passive detector material can be86

used to identify (on a probabilistic level) the nature of a charged particle. The PID detectors used87

in PANDA take advantage of the following effects:88

• Specific Energy Loss. The mean energy loss of charged particles per unit length, usually89

referred to as dE/dx, is described by the Bethe-Bloch equation which depends on the velocity90

rather than momentum of the charged particle.91

• Cherenkov Effect. Charged particles in a medium with refractive index n propagating with92

velocity β > 1/n emit radiation at an angle ΘC = arccos(1/nβ). Thus, the mass of the93

detected particle can be determined by combining the velocity information determined from94

ΘC with momentum information from the tracking detectors.95

• Time-of-flight. Particles with the same momentum, but different masses travel with different96

velocities, thus reaching a time-of-flight counter at different times relative to a common start.97

• Absorption. A thick layer of passive material absorb most particles due to electromagnetic98

(e+e-, γ) or hadronic interactions (all charged and neutral hadrons). After a certain amount99

of material only muons and neutrinos survive. The muons can then be detected easily with100

any kind of charged particle detector, depending on the desired speed and resolution.101

The group of subsystems building the particle identification system of P̄ANDA are listed with102

growing distance to the Target point:103

• Time Projection Chamber104

• Time of Flight105

• Barrel DIRC106

• Barrel Calorimeter107

• Forward Cherenkov108

• Forward Calorimeter109

• Muon Counter110
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3.1 Central Tracker111
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Figure 1: GEM-TPC working principle

3.1.1 Time Projection Chamber (TPC)112

The TPC is discussed as a solution for the outer tracking within the target spectrometer (as113

Central Tracker). The required momentum resolution is ≈ 1 %, the required vertex resolution114

≈ 150 um in the xy plane and < 1 cm in z direction.115

In addition provides the TPC in the momentum range below ≈ 1 GeV/c and above ≈ 2 GeV/c116

information for particle identification within the target spectrometer. Especially for particles with117

momenta below ≈ 1 GeV/c this is of great help for the overall PID performance and to supplement118

the information from the barrel DIRC.119

Working principle120

General:3D tracking device - charged particles ionize detector gas - electric field along cylinder121

axis separates positive gas ions from electrons - primary electrons drift towards readout anode -122

gas amplification done by several GEM foils - ungated, continuous operation mode due to HESR123

beam properties - intrinsic ion feedback suppression by GEM foils - continuous data readout within124

PANDA DAQ - parallel online data reduction and processing (including tracking)125

PID: performed via measurement of mean energy loss per track length (dE/dx), described by126

Bethe-Bloch-formula, in combination with (obligatory) momentum measurement - PANDA TPC127

offers to do≈ 50−100 (fluctuating) energy loss measurements per track - truncated mean algorithm128

used to get rid off Landau tail and to calculate mean.129

Important values130

Geometry: inner radius: 15 cm, outer radius: 42cm, length: 150 cm, gas volume: 700l, 2 separate131

chambers (due to target pipe)132

Material budget: X
X0

≈ 1.5 %133

Detector gas: Ne/CO2 (90/10, maybe admixture of CH4), gas gain: several 1000134

Operation: drift field: 400 V/cm, 2x2 mm pads (100000)135

First estimates and simulations (obtained from old PANDA framework and preliminary)136

Data were generated based on an event generator which shoots p, K, pi, mu and e (plus antipar-137

ticles) isotropically through the TPC. All tracks come from the IP, with momenta between 0.2138

and 4 GeV/c. Tracks are divided into 6 mm pieces, for each the energy loss is calculated resulting139
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Figure 2: Energy loss in the TPC vs. momentum

Figure 3: Energy loss resolution TPC

in 50-100 measurements depending on track length. Upper 40 % are discarded and mean dE/dx140

calculated (truncated mean). The spread of the these dE/dx values for certain p bins is fitted141

with a Gaussian and the dE/dx resolution is defined as the corresponding sigma.142

The separation power between two particles is defined as:143

σsep =
2 ∗ |I1 − I2|(
σ(I1)

I1
+ σ(I2)

I2

) (1)

where I stands for the dE/dx of the respective particle. A constant dE/dx resolution of 5% was144

assumed.145

Note:For all the simulation results shown here the gas density value was a factor of 1.5 to high.146

Therefore we expect the performance to be a bit worse. For example the dE/dx resolution will147

change from 5% to 7%. Simulations will be repeated with the new PANDA framework as soon148

as possible.149
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Figure 4: TPC separation power vs. momentum
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3.1.2 Straw Tube Tracker (STT)150
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3.2 Time of Flight (ToF)151
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3.3 Barrel DIRC152

The purpose of the Barrel DIRC (Detection of Internal Reflected Cherenkov photons) is to provide153

a particle identification. The mass of the particle can be achieved by combining the velocity154

information of the DIRC with momentum information from the tracking detectors. In addition155

the distinction between gammas and relativistic charged particles entering the EMC behind the156

DIRC is possible.157

Basis for the calculations and simulations are the bar dimensions taken from the BaBar DIRC [3].158

With the length adapted to the P̄ANDA setup there are quartz bars of 17× 35× 2300 mm3 and a159

distance of 480 mm to the target point. Thus the barrel DIRC covers the solid angle between 22160

and 140 degrees. The lower momentum threshold for kaons which produce Cherenkov light is for161

an envisaged refractive index of n=1.47 as low as 460 MeV/c for single photon production. For162

larger photon numbers the threshold increases.163

With 17mm (of thickness) of fused silica the DIRC bars present approximately 14% of a radiation164

length to normal incident particles. The support structure will add 3%.165

This design is initially based on the BaBar DIRC [3] but at P̄ANDA further improvements of the166

performance are under development. The combination of the spatial image of the photons with167

their time of arrival gives access not only to their velocity but also to the wavelength of the photons.168

Thus dispersion correction at the lower and upper detection threshold becomes possible. Further169

on the reduction of the photon readout in size and number of photon detectors is envisaged. A170

lens or a set of lenses at the exit of the quartz bar focus the photons to a focal plane behind a171

readout volume of about 30 cm length. When this volume is filled with a medium with the same172

refractive index as the radiator material (nmedium=nradiator=1.5) additional dispersion effects and173

other image distortions are avoided.174
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3.4 Barrel Calorimeter175
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3.5 Forward Cherenkov176

Two DIRC design options exist for the endcap part of the target spectrometer section. These177

differ in the photon readout design but both use an amorphous fused silica radiator disc. The178

endcap detector position covers forward angles of up to ϑ = 22◦ excluding an inner rectangular (is179

it now elliptical??) area of ϑx = 10◦ horizontal and ϑy = 5◦ vertical half-angles. Simulations180

using the DPM generator [4] give 1.0±0.8 (at 2GeV/c) to 2.3±1.8 (at 15GeV/c) charged particle181

multiplicity per p̄p interaction emitted from the target vertex into this acceptance.182

In such a one-dimensional1 DIRC type, a photon is transported to the edge of a circular disc while183

preserving the angle information. Avoiding too much light scattering loss at the surface reflections184

requires locally (in the order of millimeters) a surface roughness not exceeding several nanometers185

RMS.186

The lower velocity threshold, which is common to both designs, depends on the onset of total187

internal reflection for a part of the photons emitted in the Cherenkov cone.188

There are several boundary conditions for the disc thickness. Radiation length considerations189

as the detector is upstream of the endcap EMC call for a thin disc. The focussing design is190

workable with a 10mm thickness (X0=126mm). Regarding the mechanical stability and handling191

during polishing, current company feedback recommends 20mm minimum thickness. The resulting192

thickness of the radiator disc has to be a compromise.193

1Light is only reflected on surfaces of one spatial orientation, here the two disc surfaces both normal to the z
axis.
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3.5.1 Focussing Disc DIRC194

In the Focussing Light guide Dispersion-Correcting design (Figures 5 and 6), when a photon195

arrives at the edge of the circular or polygonal disc, it enters into one of about hundred optical196

elements on the rim. Here the two-fold angular ambiguity (up-down) is lifted, the chromatic197

dispersion corrected and the photon focused onto a readout plane. While the optical element198

entered determines the φ coordinate, measuring the position in the dispersive direction on the199

focal plane of the focussing light guide yields the θ coordinate.200

Figure 5: Polygonal disc with focussing light guides attached to the rim used as optical readout
components.

Lithium fluoride (LiF) is UV transparent and has particularly low dispersion. Proton beam201

irradiation of a test sample shows that radiation-produced color centers are confined to sufficiently202

small wavelength ranges, and are only partially absorbing at the expected P̄ANDA lifetime dose.203

Hence we believe we can use LiF as a prism element (see Fig. 6) to correct the Cherenkov radiation204

Figure 6: Light guide side view shown with a set of rays used for optimising the light guide
curvature. Reflections at the parallel front and back surfaces keep the light inside but do not
affect the focussing properties.
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Figure 7: Simulated photon hit pattern for four particles emitted at different angles θ and φ from
the target vertex.

Figure 8: Simulation-derived pion-kaon separation power for a focussing lightguide design with
a 15mm thick amorphous fused silica disc and 0.4 eV photon detection efficiency. Calculation
February 2008.

dispersion. The two boundary surfaces, with the radiator disc and the subsequent light guide,205

make the chromatic dispersion correction angle-independent to first order.206

As with the radiator, the light impinging on the inside of the light guide’s curved surface undergoes207

total internal reflection, hence no mirror coating is needed. This reflection makes the focussing208

also independent of the wavelength.209

With the light staying within the dense optical material of the light guide, most of the incoming210

light phase space from the disc is mapped onto the focal plane with its one-coordinate readout.211

The focussing surface with cylindrical shape of varying curvature has been optimised to give an212

overall minimum for the focus spot sizes of the different angles on the focal plane, individual213

standard deviations being well below 1mm for the instrumented area.214

For an Endcap DIRC detector with 128 lightguides and 4096 detector pixels that fits inside the215

target spectrometer return yoke, Figure 8 shows the angle-dependent upper momentum limit being216

about 4–6 GeV/c for 4σ pion-kaon separation within the acceptance ϑ=5◦–22◦.217

Typically all of the 40 detected photons per particle arrive within a 4 ns time window.218

Each lightguide can individually be assigned its own 0.4 ns acceptance window. For the pixel size219

used in this simulation they are contained inside a 40 pixel·ns volume, which at 4K detector pixels220

amounts to 10 ps detector occupancy time per particle signature.221
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The detected photon rate (source: presentation KF 2007-03-27 Genova, 2E7 interactions; scaled222

to 4K pixels) is 3E7 s−1 per PMT and 1E6 s−1 per detector pixel.223
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Figure 9: Sketch of the flightpath in the ToP Disc

3.5.2 Time of Propagation Disc DIRC224

In the Multi-Chromatic Time-of-Propagation design ([5]) small detectors measure the arrival time225

of photons on the disc rim, requiring σt=30–50 ps single photon time resolution. For any given226

wavelength, the disc edge is effectively covered alternately with mirrors and detectors. Only due to227

the resulting different light path-lengths one can determine accurately enough the start reference228

time, i.e. the time when the initial charged particle enters the radiator, as the stored anti proton229

beam in the HESR has no suitable time structure to be used as an external time start.230

As some of the light is reflected several times before hitting a detector, the longer path lengths231

allow a better relative time resolution.232

The use of dicroic mirrors as color filters allows the use of multiple wavelength bands within the233

same radiator (the current design suggesting two bands) resulting in higher photon statistics. The234

narrow wavelength bands minimise the dispersion effects, and the quantum efficiency curve of the235

photo cathode material could be optimised for each wavelength band individually.236
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3.5.3 Proximity RICH237

As alternative approaches Proximity Imaging Solutions were considered.238

• Liquid radiator proximity RICH using CsI GEMs: Proximity focusing RICH detectors use239

the most simplest imaging geometry. Their resolution depends on the optical quality and240

crucially on the ratio of radiator thickness to stand-off distance, the distance between the cre-241

ation and detection of the photon. Using liquid or solid radiators yielding enough Cherenkov242

photons, the radiator can be kept rather slim, which in turn only require moderate stand-off243

distances on the order of 100 mm. The ALICE HMPID detector is build in this fashion using244

a C6F14 liquid radiator and CsI-photon cathodes in an MWPC. This requires a UV optic. It245

is proposed to use the same radiator technique and combine the third tracking station with246

a CsI coated GEM photon detector. The detector will be thicker along the beam direction247

than the DIRC detector previously described, but can be essentially moved to any position248

along the beam axis. The estimated performance and the ALICE/STAR test results show249

a significant decrease in performance compared to the DIRC solutions.250

• Solid radiator proximity RICH using CsI GEMs: One of the main drawbacks of using the251

ALICE design is the use of C6F14. This radiator is rather sensitive to impurities and ra-252

diation damage requiring a purification system. Using a fused silica disc with a properly253

machined surface as radiator circumvents the problem while keeping the geometrical advan-254

tages of the design. Initial studies show a further reduction of performance mainly due to255

strong dispersive effects in the UV region.256

• Aerogel proximity RICH using PMTs: The Belle endcap Cherenkov threshold counter will be257

replaced by a proximity imaging RICH counter using an Aerogel radiator and conventional258

BiAlkali based multi-pixel PMTs as photon detectors. Using a so-called focusing radiator259

scheme, prototypes show excellent performances. The main technological challenge for this260

detector is to realise a photon detection matrix in a strong magnetic field. Recent develop-261

ments in the field of proximity focusing HAPDs seem to make such a detector realistic. The262

large number of pixels required should the detector be placed behind the EMC, but inside263

the cryostat merit a detailed look at the costs of such a design.264
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3.5.4 Forward RICH265
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3.6 Forward Calorimeter266
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3.7 Muon Counter267
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4 Tools268

In this section the TAG work is described. To evaluate the performance of the detectors the PID269

TAG defined the ”Separation Power” as the right tool (see section ??. With the help ”Phase270

Space Plots” (section 4.2) the angular coverage and the coresponding particle momenta could271

be determined. The ”Fast Simulation” (section 4.3) was used to map the separation power over272

the full angular and momentum range. In a second step important reactions and their relevant273

background channels were simulated. Thus the regions where a good separation power is needed274

could be identified and checked whether the detector performance is sufficient there.275
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4.1 Separation Power276

This document completely deals with the quality of the particle identification of the projected277

PANDA detector. Thus the major issue upon which decisions can be made is a proper definition278

of classification quality or performance.279

The according concept chosen for that purpose called ’Separation Power’ bases on the assump-280

tion that the particular observables of objects of different classes exhibit more or less gaussian281

distributions.282

Consider the situation illustrated in fig. 10.283

0 0.5 1 1.5 2 2.5 3 3.5 4 4.5 5
0
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 for two distributionsσIllustration for separation power N

Figure 10: Illustration for the definition of separation power.

There are plotted two gaussian distributions G1(x;µ1, σ1) and G2(x;µ2, σ2) with mean values284

µ1 = 1.5 and µ2 = 3.5 and standard deviations σ1 = 0.25 and σ2 = 0.5. This could be e. g. the285

probability density distributions of the dE/dx measurements for two particle species in a small286

momentum range. Obviously the distributions are separable quite reasonable, but what is the287

measure for the separation potential?288

A proper definition would be to define a particular classificator, e.g. every particle with property289

x < 2 is considered as member of class 1 (red). Then one can determine two quantities which290

are of relevance for the qualtity of classification. The first one ist the efficiency, which is part291

of the distribution 1 (or a random sample of measurements following this distribution) which is292

identified correctly analytically corresponding to the integral293

ε =

∫ 2

−∞
G1(x;µ1, σ1) dx (2)

for a normalized Gaussian. The second quantity is the misidentification level given by the integral294

mis-id =

∫ 2

−∞
G2(x;µ2, σ2) dx (3)

which is part of the distribution 2 in the same region thus identified incorrectly as being of class295
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1. These two values would define clearly the performance of the classificator2. But this solution296

cannot be applied in case when one does not want to define a particular selector. It rather has to297

be defined a measure for the prospective performance of a possible selector.298

Exactly this is the aim of the separation power Nσ which relates the distance of the mean values299

d = |µ1−µ2| of the two distributions to their standard deviations σ1 and σ2. The usual unit of Nσ300

is ’number of gaussian sigmas of the separation potential’, which is supposed to relate the number301

with gaussian integral values.302

There are actually a lot of different definitions for that quantity on the market but it has been303

found an agreement within the PID TAG on the following definition:304

Nσ =
|m1 −m2|

σβ

=
|m1 −m2|

(σ1/2 + σ2/2)
(4)

This relationship is illustrated in fig. 10. The black dashed line marks the position x between305

the two distributions, for which the differences to each mean value |m1 − x| = Nσ · σ1 and306

|m2 − x| = Nσ · σ2 are the same in terms of σ’s.307

This means a separation of e. g. Nσ = 4σ corresponds to a gaussian integral308

I =

∫ µ+4σ/2

−∞
G(x;µ, σ) dx = 0.9772 (5)

which shall express an efficiency around ε ≈ 97.7% or a mis-ID level around mis=100%−97.7% ≈309

2.3% or both. This integration up to half the number of sigmas Nσ/2 seems a bit contra intuitive310

but is common notion and therefore has kept for the considerations in this document.311

Taking into account that quantities in reality never have gaussian shape the values σ in fact are312

not necessarily gaussian sigmas but calculated as the root-mean-square (which actually is the313

standard deviation)314

σrms =

√∑
i

(xi − µ)2 (6)

what in case of gaussian distribution would be indeed identical with the gaussian σ from above.315

For the given example in fig. 10 the definition (4) computes to316

Nσ,1 =
2

0.25/2 + 0.5/2
σ =

2

0.375
σ = 5.333σ .

4.1.1 Mapping Separation Power317

For the purpose of illustration the relationship between kinematic distributions of physics channels318

and the PID quality the separation power defined in (??) has been determined as 2-dimensional319

histogram in phase space (p, θ). Therefore it was necessary to computed the mean value µ and320

standard deviation σ for every bin i with [pi . . . pi + dp; θi . . . θi + dθ] for bin widths dp and dθ for321

every detector and particle species.322

2For Bayes’ classification a flux correction would have to be taken into account additionally. This requires
of course knowledge about a posteriori probabilities of particle fluxes which not necessarily is available since
significantly dependent on the given trigger and reaction type.
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One technical remark: To avoid the computation of (x − µ) for every measurement in order to323

determine σ, which is very time consuming for large datasets, the relationship324

σ =
1

N

√∑
x2

i −
(∑

xi

)2

(7)

has been exploited which does not require a previous calculation of the mean value µ = x̄.325
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Figure 11: Combined map of Separation Power. Color code corresponds to Nσ = 1 . . . 8.
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4.2 Phase Space Plots326

The question which has to be answered concerning particle identification is not only how good the327

classification works or has to work, but also in which region of the phase space one needs good328

separation, and in which parts one possibly doesn’t need almost any.329

Therefore it is an crucial task to visualize the kinematic behaviour of various important physics330

channels to get a better insight to the above issue. Furthermore not only kinematic distributions331

of signal events are relevant, since good PID is only useful in cases where kinematic overlap of332

particles of species A from signal events and particles of species B from background events really333

exists. Scenarios where particles of the same type A appear in signal as well as background events334

in the same phase space location cannot be improved by means of PID.335

Following a request of the PID TAG phase space plots from all the reactions relevant for the336

physics book were produced. The set of plots shows for each particle species of the reaction the337

particle momentum versus theta angle and the transversal versus the longitudinal momentum.338
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4.3 Fast Simulation339

In order to get information about phase space (i.e. momentum-polar angle dependence) coverage340

of the different PID relevant subsystems maps of separation power have been generated based on341

fast simulations of single track events, i.e. the particles properties are modified with an effective342

parametrization of detectors responses and PID information is estimated and attached to the343

resulting particle candidate. Since no microscopic simulation is performed and no exact geometry344

information is taken into account, the accuracy of this approach is limited, the computation time345

on the other hand is orders of magnitude shorter offering the possibility to do studies with higher346

statistics.347

4.4 General Technique348

In contrast to microscopic simulations using software systems like Geant or Fluka the Fast Simula-349

tion is based on acceptance filtering and effective parametrization of all observables of the partic-350

ular subsystems. Underlying assumption is that the detector system will be able to recontruct the351

true particles properties like momentum, direction, energy, charge and particle identification (PID)352

information with uncertainties which are basically uncorrelated and can be described reasonable353

by parametric models. That could as simple example be gaussian uncertainty for momentum354

reconstruction with δp/p = σp = 2%, which will be used to modify the true (i.e. generated)355

tracks parameters accordingly. Additionally a simple geometric accptance requirement will decide356

whether a track has been detected by a particular detector component or not.357

There is a lot of freedom for the implementation of the subsystems, but a minimalistic detector358

description comprises359

• Sensitivity information: Detects charged or neutral particles or both?360

• Polar angle coverage: θmin < θ < θmin361

• Gaussian resolution of observables: σ1, . . . , σn362

In order to apply these simulation scheme for every trackable particle coming from the event363

generator the following procedure is processed:364

1. For all detectors Dj, 1 < j < m365

• In case Dj detects the particle, collect resolution information for all measurable quan-366

tities.367

2. When no detector detected the track, skip it.368

3. Merge all resolution information; when e. g. the particle has been detected by n devices369

capable of measuring momentum p with resolutions σp,1, . . . , σp,n, the total resolution is370

σp =

(
n∑

i=0

1

σ2
p,i

)− 1
2
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4. Modify the according quantities x of the original track in the way x′ = x + δx, with δx371

randomly chosen from gaussian distribution G(µ = 0, σx)372

5. Create PID information according to the particles properties and attach to the particle; add373

particle to the track list374

6. (Optional) Create secondary particles related to particles properties and add to the track375

list376

With the so prepared track list analysis can be performed. The interface for doing that is exactly377

the same as the one for full simulated events.378

Since this document is focussing on PID the relevant features will be describe in more detail in379

the following chapters. This will be done effect– or observable–wise instead of detector–wise, since380

the observed quantities381

• specific energy loss dE/dx (MVD, TPC, STT)382

• Cherenkov angle θC (Barrel DIRC, Disc DIRC, RICH)383

• reconstructed squared mass m2 (TOF)384

• EMC related measurements like Ecluster/p or Zernike momenta.385

govern the PID quality and performance and thus are a better ordering criterion. Unfortunately386

the latter information from calorimetry did not go into all results presented in this document due387

to technical reasons.388

4.5 Tracking Detectors389

Although not of direct impact to the field of PID the process of tracking delivers vital information390

for many of the PID relevant systems. Most of these like e.g. the Time-of-flight (TOF) system391

or Cherenkov devices (DIRCs and RICH) do not allow for performing a stand alone position392

measurement, thus their information have to be linked to tracks reconstructed by tracking devices.393

In addition for the purpose of evaluating PID likelihood functions one usually needs to compute394

expected values for observables like the Cherenkov angle θC or energy loss dE/dx which will be395

computed for the reconstructed momentum value of the track. This certainly will differ from396

the true momentum value and therefore track reconstruction accuracy has important impact on397

likelihood based classification methods.398

The approach for reconstruction of momenta in the Fast Simulation nevertheless is a very simple399

one assuming a global momentum resolution δp/p for the track reconstruction, since due to tech-400

nical reasons the particular detector components cannot exchange information. This implies that401

the tracking devices are not able to feed their information into the PID systems.402

4.6 Energy Loss Parametrization403

The computation of the specific energy loss is based on the Bethe-Bloch formula which very404

precisely takes into account the processes of charged particles interacting with matter. The formula405

and detailled information about parameter meanings in this term can be found in [6].406
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The expression looks quite complicated but can be evaluated straight forward with momentum p407

and mass m given as input. Additionally one has to substitude a lot of other, material related408

constants. Since we are not interested in the absolut energy loss but only in relative losses for409

different particle species it is not crucial to have very precise knowledge about the fixed parameters.410

In order to generate a simulated detector response for detectors capable of measuring dE/dx a411

gaussian resolution σdE/dx has been set for each of them. The simulated measured (dE/dx)sim412

value thus has been simply computed with formula (??) to413 (
dE

dx

)
sim

=

(
dE

dx

)
+ δ

(
dE

dx

)
(8)

with randomly chosen value δ(dE/dx) from a gaussian distribution G(µ = 0, σdE/dx).414

4.7 Cherenkov Angle Parametrization415

Basic theoretical information about the origin of Cherenkov radiation can be found elsewhere and416

will not be discuss here. The Cherenkov angle defined as the opening angle of the cone of radiation417

relativ to the direction of the incident charged particles momenta in medium with refractive index418

n is given by the expression419

θC = arccos

(
1

β · n

)
(9)

with β = p · c/E being the velocity of the particle. Obviously computation of the expected420

Cherenkov angle for any given particle detected by the specific detector is straight forward. Key421

ingredient of the parametrization of the detector response is the resolution estimation. In case422

of DIRC detectors experience from the working device in the BaBar experiment tells us that the423

overall reconstruction resolution of the Cherenkov angle can be based on a single photon resolution424

σs.phot. ≈ 10 mrad. Responsible for the overall resolution then exclusively is the number of detected425

Cherenkov photons N through426

σtot =
σs.phot.√

N
,

which is simple count statistics. This number N has to be estimated and depends on427

• the number of generated photons428

N0 = 2π · α · L
(

1

λmin

− 1

λmax

)
· sin2 θC = 2π · α · L

(
1

λmin

− 1

λmax

)
·
(

1− m2 + p2

p2 · n2

)
(10)

with parameters429

– fine structure constant α430

– trajectory length L in the radiator material431

– mass and momentum m and p of the incident track432

– wave length region λmin and λmax where the photon detector is sensitive and433

– refraction index n434

• the trapping fraction rtrap which is the fraction of the photons kept in the radiator/lightguide435

due to total reflection and436
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• the detection efficiency ε of the photon detector, e.g. a photo multiplier tube (PMT)437

In order to derive the path length L in the material one has to distinguish between the different438

Cherenkov devices.439

In case of the Barrel DIRC on first of all has to compute the curvature due to the motion of a440

charged particle in a magnetic solinoidal field B = Bz. The radius r of the circular shape in (x, y)441

projection is given by442

r =
pt

q ·B
=

3.3356 · pt [GeV/c]

B [T]
. (11)

for a particle with charge q = ±e and transverse momentum pt = p · sin θ. Based on this one can443

calculate the entering angle ψ in φ direction to444

ψ = arccos
rB

2 · r
(12)

with rB being the radius of the DIRC Barrel i.e. the distance between the bars and the beam445

line. Here it is obvious that particles with 2 · r < rB will not hit the detector at all defining a446

minimum transverse momentum pt,min. The path length after some geometrical considerations447

then computes to448

L ≈ dbar ·
√

1

sin2 θ
+

1

tan2 ψ
(13)

where dbar is the thinkness of the radiator bars and θ the dip angle of the helix of the track. The449

expression is an approximation because curvature within the bar has been neglected. This leads450

to significant wrong values for particles with 2 · r ≈ rB.451

For the Disc DIRC and the RICH computing the radiator path length is much simpler. Here452

L only depends on the dip angle and the radiator thinkness drad resulting in453

L =
drad

cos θ
. (14)

Also here no curvature within the radiators has been taken into account. This anyway would lead454

to more complicated estimates since angular changes along the radiator path results in systematic455

worsening of the Cherenkov angle which is neglected completely.456

Finally we still need the trapping fraction rtrap to determine the number of detected photons. There457

is no known analytic expression to compute this, thus 2 dimensional lookup tables rtrap(θ, p) for458

every particle species have been prepared. Figure 12 shows as an example the trapping fraction459

in the Barrel DIRC bars for muons and protons as a function of momentum p and dip angle θ.460

With the path length L one can evaluate expression (10) so that the detected number of photons461

can be estimated to462

N = N ′
0 · ε · rtrap (15)

where the N ′
0 is randomly generated from Poisson distibution with input value λ = N0. This463

directly leads to the expected resolution σtot which is taken as the absolute uncertainty of the464

measurement of the Cherenkov angle. The simulated measured Cherenkov angle thus has been465

computed with formula (9) to466

θC,sim = θC + δθC (16)

with randomly chosen value δθC from a gaussian distribution G(µ = 0, σtot).467
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Figure 12: 3-dimensional picture of the trapping fraction for protons in the Barrel DIRC (left)
and the Disc DIRC as a function of momentum p and dip angle θ.

4.8 Time Of Flight Parametrization468

From the geometrical point of view the calculation of the expected time of flight of a particle has469

similarities to the considerations done in 4.7 for the Barrel DIRC, since the TOF detector has also470

cylindrical shape. This requires also the particles with curvatures given by equation (11) to have471

a minimum transverse momentum pt to reach the detector and produce a signal.472

In order to compute the time of flight tTOF = s/v one in principal only needs the traveled distance473

s and the velocity v of the particle. While the latter one is simple to get by via the particles474

β = p · c/E, the distance is not so easy to calculated due to the tracks curvature in the magnetic475

field. Nevertheless the calculation can be simplified exploiting the fact that the particles motion476

in z direction is independent of that one in th (x, y) plane. Therefore t can also be calculated via477

the ratio of the travelled angle Φ and the angular velocity ω478

tTOF =
Φ

ω
=

1

ω
· 2 arcsin

rB

2r
(17)

with the determination of Φ illustrated in fig. 13. The angular velocity in the projected plane is479

given by480

ω =
B

3.3356 · E
(18)

for a magnetic field B [T] and E [GeV]. With these expressions one can derive the true expected481

time of flight. What now has to be simulated is the expected accuracy of the measurement achieved482

by the detector. This depends on the time resolution assumed to be σt ≈ 100 ps on one hand483

and on the resolution connected to track reconstruction on the other hand since the transverse484

momentum pt = p · sin(θ) is needed to compute the flight length. Only a relative uncertainty485

σp = δp/p ≈ 2% for the reconstructed absolute value of the momentum has been taken into486

account with respect to this, neglecting errors in polar angle measurement.487
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Figure 13: Projection of particle trajectory to (x, y) plane in order to determine Φ.

This results in measured values488

t′TOF = tTOF + δt (19)

p′ = p · (1 + δp) (20)

with gaussian distributed deviations δt and δp according to G(µ = 0, σt) and G(µ = 0, σp).489

The primes denote from now the ’measured’ or ’simulated’ quantities. Now one basically has to490

reverse the process from above to get the simulated reconstructed value for the energy E needed491

to compute the squared mass492

m′2 = E ′2 − p′2 (21)

which acts as the observable of the TOF detector. Starting point is eq. (18) which forms to493

E ′ = B/(3.3356 ·ω′) etc. The resulting term depending only on the quantities t′TOF, p′ and θ looks494

like495

m′2 =

 B · t′TOF

2 · 3.3356 · arcsin
(

rB

2·3.3356·p′ sin(θ)

)
2

− p′2 (22)
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5 Evaluation496

5.1 Potential of the Subsystems497

5.2 Matching of the Subsystems498
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6 Global PID Scheme499

The PANDA spectrometer will feature a complete set of innovative detectors for particle identifi-500

cation. The detection of neutral particles will be performed by a highly granular electromagnetic501

calorimeter. Charged particles will be identified in the low momentum region by their energy502

deposit and ToF, in all other momentum regions by innovative DIRC detectors. The target spec-503

trometer will be complemented by a forward spectrometer to detect high momentum particles and504

surrounding muon detectors. Each detector systems performance is optimised in itself. Studies505

have begun to combine the responses of various detectors in a common framework based on a506

likelihood scheme or a carefully trained neutral network. These combined likelihood schemes are507

successfully employed at various detector systems like HERMEs, Belle and BaBar. They rely on508

a reliable parametrisation of the detector component response from simulation and test-beams.509

This has to be taken into account in testing PANDA’s individual components. The combined510

performance of the system will be significantly better than the individual separation powers.511
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7 Conclusion512
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9 Appendix526
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• O. Denisov / M. P. Bussa - Muon Counter531

• K. Föhl / P. Vlasov - Forward Cherenkov532

• J. Smyrski / O. Wronska - Forward Calorimeter533

• Q. Weitzel / S. Neubert - Time Pjection Chamber534

• C. Schwarz, A. Galoyan - Time of Flight535

• K. Götzen - Fast Simulation536
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